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Abstract
The purpose of this study was to investigate the reliability of residue ratings on Fiberoptic Endoscopic Evaluation of

Swallowing (FEES). We also examined rating differences based on experience to determine if years of experience

influenced residue ratings. A group of 44 raters watched 81 FEES videos representing a wide range of residue severities for

thin liquid, applesauce, and cracker boluses. Raters were untrained on the rating scales and simply rated their overall

impression of residue amount on a visual analog scale (VAS) and a five-point ordinal scale in a randomized fashion across

two sessions. Intra-class correlation coefficients, kappa coefficients, and ANOVAs were used to analyze agreement and

differences in ratings. Residue ratings on both the VAS and ordinal scales had acceptable inter- and intra-rater reliability.

Inter-rater agreement was acceptable (ICC[ 0.7) for all comparisons. Intra-rater agreement was excellent on the VAS

scale (rc = 0.9) and good on the ordinal scale (k = 0.78). There was no significant difference between expert ratings and

other raters based on years of experience for cracker ratings (p = 0.2119) and applesauce ratings (p = 0.2899), but there

was a significant difference between clinicians on thin liquid ratings (p = 0.0005). Without any specific training, raters

demonstrated high reliability when rating the overall amount of residue on FEES. Years of experience with FEES did not

influence residue ratings, suggesting that expert ratings of overall residue amount are not unique or specialized. Rating the

overall amount of residue on FEES appears to be a simple visual-perceptual task for puree and cracker boluses.
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Introduction

Rating pharyngeal residue on Fiberoptic Endoscopic

Evaluation of Swallowing (FEES) is riddled with

methodological challenges, one of which is quantifying

how much residue is present. The few investigations that

have studied residue ratings on FEES have relied on either

reliability or consensus between raters or expert judges as

the ‘gold standard’ to estimate how much residue is actu-

ally present [12]. While agreement is one way to estimate

the amount of residue, it does not necessarily reflect the

actual amount of residue present. This is because raters are

judging the amount of residue by eye and not quantifying

the amount precisely. The gold standard for residue mea-

sures on FEES remains elusive.

Given these challenges, it is not surprising that there are

very few scales with established validity for rating pha-

ryngeal residue on FEES. A recent systematic review found

only seven scales that met the criterion for the review, and

six of them had ‘‘insufficient data to support their use as

evidenced by methodological weakness’’ [21]. For instance,

only 4 of the scales reported on reliability measures (inter-

or intra-rater) based on 2, 9, 15, and 2 expert raters,

respectively [5, 14, 22, 38]. Other studies not included in

that systematic review have also used expert consensus for

rating residue on FEES as a substitute gold standard

[12, 27, 33]. The use of expert raters as a substitute gold

standard is concerning for several reasons: (1) it is a

grossly subjective rating, based on a relatively small group

of raters, and (2) no studies have compared expert ratings

to other clinicians’ ratings to determine if there truly is

something unique about expert ratings. In the absence of an

ability to determine true validity, we wondered about

reliability on an untrained rating scale and how experts

would compare to clinicians.

The purpose of this study was to further investigate

psychometric aspects of residue ratings on FEES. Our aims

were constructed in the context of a recent investigation

that found differences between FEES residue ratings on a

visual analog scale (VAS) and an ordinal rating scale [28].

We sought to determine inter- and intra-rater reliability on

two different types of simple rating scales to determine if

reliability can be acceptable in a mixed group of raters who

are untrained on the scales. We also sought to examine

rating differences based on clinician experience to deter-

mine if years of experience influenced residue ratings on

the VAS. We hypothesized that more experienced clini-

cians would demonstrate better reliability.

Methods

Raters were asked to rate the overall amount of residue on

FEES videos, twice, each time with a different rating

method.

Participants

We aimed to recruit a range of speech pathologists and a

group of laymen. The inclusion criteria for speech

pathologists were clinicians, or students studying to be

speech pathologists, who had at least heard of the proce-

dure FEES. The exclusion criterion for clinicians was the

inability to understand spoken or written English. The

laymen, recruited by word of mouth and local ads, were

participants who had to meet different criteria to ensure

complete unfamiliarity with FEES and swallowing disor-

ders. A convenience sample of laymen was invited to

participate, consisting of people recruited from a local

online ad, neighbors, and other local residents. Laymen

were excluded if they worked in a medical setting, reported

any familiarity with FEES or videofluoroscopic swallow

studies (had heard of it at least once), reported any famil-

iarity with swallowing disorders or head/neck anatomy,

reported professional experience in making judgments

from complex visual data (i.e., a computer graphics

designer), or were color blind.

Videos

The FEES videos were prospectively collected from

patients seen for a swallow evaluation in the outpatient

clinic of an urban hospital. The videos are more thoroughly

described elsewhere in a companion paper [28]. Videos

were selected for use in the study if any of the following

boluses were administered during FEES with two drops of

green food dye: 5 mL thin liquid via spoon, 5 mL apple-

sauce via spoon, �–� saltine cracker.

The videos were categorized by consistency and residue

severities until an adequate variety of residue presentations

were collected to complete the following categories: 25

videos of 5 mL thin liquid, 25 videos of 5 mL applesauce,

and 25 videos of �–� of a saltine cracker. Within each

bolus type, there were 5 videos demonstrating no residue, 5

demonstrating trace/coating, 5 demonstrating mild, 5

demonstrating moderate, and 5 demonstrating severe resi-

due. To categorize the videos according to the aforemen-

tioned categories of residue severity, two experienced

raters independently rated the overall residue severity using

a previously published perceptual scale of none,

trace/coating, mild, moderate, severe [13].
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All videos were presented in the same exact format to

raters: a 3-second title listing the bolus amount and con-

sistency (‘‘5 mL applesauce’’) followed by the clipped

FEES video that included before, during, and after the

swallow. The videos contained instruction titles to ‘‘1.

Score Now’’ for the period of time after the first swallow

and ‘‘2. Score Now (clearing swallow)’’ for the period of

time after the very last clearing swallow(s). Sample videos

can be seen in a companion paper [28]. Each video was

numbered to correspond with a rating sheet in the provided

packet (see Procedure).

Procedure

Participation occurred in small groups of B 5 raters. They

were not allowed to share impressions or to discuss the

videos with each other. As the raters viewed each FEES

video, they responded to a questionnaire that asked several

questions described below. The only question pertaining to

this investigation was, ‘‘Overall, how much residue do you

see?’’ Residue was not defined and no operational defini-

tions of severity were provided to the raters because this

study aimed to compare the unprompted internalized scales

of each clinician without any priming. There were 75

videos and 6 repeated videos shown within each session for

intra-rater analyses, unbeknownst to the raters. The rating

method for each sheet of paper was randomized to either

ordinal or VAS. For the ordinal rating, choices were none,

trace/coating, mild, moderate, or severe for the first ques-

tion about overall amount of residue. On the VAS ratings,

raters were asked to mark a slash (/) on the 100-mm line

according to the impressions of residue severity. The

companion paper includes a schema of the rating method

presentation [28].

The rating method was planned such that each swallow

was rated twice, but once on an ordinal and a VAS rating in

a randomized fashion. In the first session, each rater viewed

the 81 edited FEES videos and rated their impression of

residue severity for each video. In the second session about

2 weeks later, they rated the same 81 videos. There were

no dropouts. Both rating methods were presented within

each session in a randomized order to avoid any habitua-

tion or repetitive answering effects. In the second session,

the order was counterbalanced to change the rating method

for each video. During the sessions, the videos were dis-

played on a bright 13-inch high retina full-screen computer

display that was placed within 5 feet of the raters. Raters

were allowed to watch the videos as many times as

requested, as well as pausing at requested time points or

using slow motion. Only the lead investigator was allowed

to control the videos to allow for as much standardization

in video presentation as possible. Sessions ranged from

45 min to 1.5 h and brief breaks were allowed as

requested.

Statistics

To determine if one method yielded greater consensus

among raters, intra-class correlation coefficients (ICC)

were determined for ordinal ratings and VAS ratings. Many

studies have demonstrated that ICC analyses can be used

for continuous or ordinal data [32, 37]. Only clinician

reliability was analyzed for generalizability to clinical

practice; laymen’s reliability was not of interest for this

research question. The ordinal and continuous data were

converted via logarithms with a base 10 to allow for a

simple derivative value that would allow for comparison of

ICC coefficients without altering the order of the data itself

[9]. The log10 of the data for each clinician (n = 33) was

entered into an SPSS computer program.

Reliability analyses for all raters for both ordinal and

VAS ratings employed a two-way random model (2,1), and

estimates were based on absolute agreement, not consis-

tency. A 95% confidence interval was calculated. Pre-de-

fined interpretation levels were assigned to the ICC

coefficients:\ 0.2 = poor, 0.21–0.4 = fair, 0.41–0.6 =

moderate, 0.61–0.8 = good, and 0.81–1.0 = excellent. To

assess reliability of experts independently (n = 4) and all

other clinicians (n = 29) independently, two-way mixed

models were used (3,1) due to the fixed set of raters. A 95%

confidence interval was calculated and the interpretation

levels were the same as defined above. It was hypothesized

that ordinal ratings would demonstrate an ICC\ 0.7

[12, 38] and VAS ratings would demonstrate an ICC[ 0.7,

given evidence from preliminary data [29].

To determine intra-rater reliability, Cicchetti–Allison

weighted kappas were used for ordinal ratings [8] and Lin’s

concordance coefficient was used for VAS ratings [16]. A

weighted kappa is a numeric index ranging from 0 to 1 that

assesses agreement along an ordinal scale that gets pro-

gressively more severe and also accounts for agreement by

chance. ICCs were not employed for intra-rater reliability

measures due to a concern for homogeneity in ratings that

would negatively interfere with the much-needed source of

variance for ICC measures [32]. Lin’s correlation is a

numeric index ranging from 0 to 1 and assesses the degree

of agreement between two continuous measures along the

45-degree slope line to account for concordance and dis-

cordance. Chance agreement is also factored into the

statistic, making it a stronger analysis than other correla-

tion analyses.

The ratings from the 6 repeated videos within each

session were used for the intra-rater data analyses, 3

applesauce videos and 3 cracker videos. Thin liquid videos

were not used for intra-rater data due to previously reported
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variability in thin liquid ratings [25] and prioritization to

reduce participant burden related to attention span and

length of session. Not all of the clinicians rated the repe-

ated videos due to an administrative error in the distributed

packets. Pre-defined interpretation levels were assigned to

the weighted kappa levels:\ 0.2 = poor, 0.21–0.4 = fair,

0.41–0.6 = moderate, 0.61–0.8 = good, and

0.81–1.0 = excellent [1]. Pre-defined interpretation levels

were assigned to the Lin’s concordance coefficients,

loosely structured around previously reported thresh-

olds:\ 0.6 = poor, 0.61–0.8 = good, 0.81–1.0 = excel-

lent [20]. It was hypothesized that intra-rater agreement

would be stronger for ordinal ratings than VAS ratings.

SAS was used to calculate the kappa statistics of the

ordinal variables; in cases where the data entry table was

non-square, dummy weights were added to prevent errors

in the calculations. An online site was used for Lin’s cal-

culations (‘‘Statistical Calculations: Lin’s Concordance,’’

https://www.niwa.co.nz/node/104318/concordance).

To investigate differences in clinicians versus expert

clinicians, only the VAS ratings were analyzed due to

stronger statistical analyses over the ordinal ratings. The

VAS ratings were grouped by clinician type into 5 groups:

laymen, novice students and clinicians, proficient clini-

cians, advanced clinicians, and expert clinicians.

Every VAS rating was measured in mm from the left-

hand side of the VAS line and rounded to the nearest

0.1 mm. A second data collector audited 20% of the data

entry to ensure accuracy to the nearest mm. All data were

entered into REDCap, an electronic data capture tool, and

then were cleaned and sorted. Outlier data points, defined

as ± 3 standard deviations from the mean, were removed

to meet the assumptions of the desired ANOVA testing and

a balanced statistical design; from the cracker videos, there

were n = 6 outliers, from the applesauce videos, there

were n = 13, and from the thin liquid videos, there were

n = 19 outliers. Cracker, applesauce, and thin liquid rat-

ings were analyzed independently, given the previously

reported influence of bolus type [28]. SAS was used to

calculate a multi-factor ANOVA for each of the three bolus

types based on the following factors and levels: (1) clini-

cian grouping by years of experience (5 levels), and (2)

severity of VAS ratings (5 levels). Interaction terms were

included in the model to investigate underlying effects. A

p value of p\ 0.05 was interpreted as significant for all

analyses.

Results

A total of 44 participants rated videos. The participants

were categorized into 5 groups: laymen (absolutely no

familiarity with swallowing disorders, n = 11), novice

students and clinicians (0–1 years of experience with

FEES, n = 10), proficient clinicians (2–5.9 years of

experience with FEES, n = 8), advanced (6–9 years of

experience with FEES, n = 11), and experts (C 15 years

experience with FEES, n = 4). The mean number of days

between sessions was 11.9 and the median was 14 (range

1–34 days). Participants rated every video but for 2 ordinal

ratings, which were unusable due to difficulty in deci-

phering placement of the mark.

Inter-Rater Reliability

Both rating methods demonstrated acceptable inter-rater

reliability. The intra-class correlation (ICC) coefficients for

the inter-rater reliability are listed in Table 1. When all the

participants’ ratings across all boluses were combined, for

both VAS and ordinal ratings, there was an acceptable re-

liability of[ 0.80. There were lower ICCs for thin liquid

ratings on both VAS and ordinal ratings (0.70–0.82), but

they were still above what could be considered clinically

acceptable (ICC[ 0.7). Clinician ICCs were nearly iden-

tical to expert ICCs on most comparisons.

Intra-Rater Reliability

For intra-rater reliability, clinicians rated the same cracker

and applesauce videos twice with each rating method. The

reliability coefficients for the VAS ratings were higher than

the coefficients for ordinal ratings. For all VAS repeated

ratings (applesauce and cracker combined), the agreement

was 0.90 and interpreted as ‘excellent.’ For all ordinal

repeated ratings (applesauce and cracker combined), the

agreement was 0.78 and interpreted as ‘good.’ The cracker

and applesauce reliability indices are listed in Table 2,

along with the lower and upper 95% confidence limits. Of

note, these reliability coefficients and confidence limits

cannot be numerically compared because of the use of

disparate statistical testing procedures. In general, intra-

rater reliability for just the applesauce ratings was excel-

lent. For cracker ratings, the VAS ratings showed excellent

agreement, while the ordinal ratings were only ‘good.’

Cracker Ratings

There was no significant source of variance among the

clinician experience groups (df = 4, F = 1.46,

p = 0.2119). The overall model contained a significant

source of variance (df = 24, F = 54.84, p\ 0.0001), but

the significant variance was due to the expected difference

in severity levels of cracker residue ratings (df = 4,

F = 325.67, p\ 0.0001). There was no interaction effect

of experience and severity (p = 0.9602), and removing the

interaction term from the model did not alter the

J. M. Pisegna et al.: Reliability of Untrained and Experienced Raters on FEES

123

https://www.niwa.co.nz/node/104318/concordance


significance of other factors. Tukey’s test was used for post

hoc testing and all cracker severity levels were significantly

different from one another (p\ 0.05) except for none

versus trace and mild versus moderate comparisons.

Applesauce Ratings

For applesauce videos, there was no significant source of

variance among the clinician experience groups (df = 4,

F = 1.25, p = 0.2899). The overall model contained a

significant source of variance (df = 24, F = 254.5,

p\ 0.0001), but the significant variance was due to the

expected difference in severity levels of applesauce residue

rating (df = 4, F = 1520, p\ 0.0001). There was no

interaction effect of experience and severity (p = 0.1164),

and removing the interaction term from the model did not

alter the significance of the other factors. Tukey’s test was

used for post hoc testing and all applesauce severity levels

were significantly different from one another (p\ 0.05).

Thin Liquid Ratings

For thin liquid videos, the overall model contained a sig-

nificant source of variance (df = 24, F = 113.25,

p\ 0.0001), and there was a significant source of variance

among the clinician experience groups (df = 4, F = 5.08,

p = 0.0005) and among thin liquid severity levels (df = 4,

F = 670.63, p\ 0.0001). There was no interaction effect

of experience and severity (p = 0.5207), and removing the

interaction term from the model did not alter the signifi-

cance of the other factors. Tukey’s test was used for post

hoc testing. There was a significant difference between the

laymen versus novice clinicians and laymen versus

advanced clinicians. All thin liquid severity level ratings

were significantly different from one another (p\ 0.05).

All factors were pooled into a generalized linear model

for an overall analysis of variance. There was a significant

difference in the model (df = 10, F = 700.08,

p\ 0.0001). The Type III SS results were used due to an

unbalanced design and there was a significant effect for

experience (df = 4, F = 2.70, p = 0.0290), which was

driven by only one significant comparison between the

laymen and the advanced clinicians (all other comparisons

were not significant). There was a significant interaction by

severity (df = 4, F = 1579.45, p\ 0.0001) and bolus type

(df = 2, F = 360.22, p\ 0.0001). All pairwise compar-

isons for severity and bolus groupings were significantly

different at p\ 0.05.

Table 1 Inter-rater reliability coefficients (intra-class correlations; ICC) and their 95% confidence intervals (CI) for visual analog scale (VAS)

and ordinal ratings across bolus types and clinician types

All raters ICC (n = 33) Clinicians only ICC (n = 29) Experts only ICC (n = 4)

Inter-rater reliability for VAS ratings

All cracker boluses (n = 25) 0.83 (0.74–0.90) 0.82 (0.73–0.90) 0.84 (0.72–0.92)

All applesauce boluses (n = 25) 0.87 (0.80–0.93) 0.87 (0.78–0.93) 0.87 (0.80–0.93)

All thin liquid boluses (n = 25) 0.73 (0.61–0.84) 0.73 (0.61–0.84) 0.70 (0.54–0.84)

All boluses (n = 75) 0.82 (0.76-0.86) 0.81 (0.76–0.86) 0.82 (0.75–0.87)

Inter-rater reliability for ordinal ratings

All cracker boluses (n = 25) 0.87 (0.80–0.93) 0.86 (0.79–0.93) 0.89 (0.80–0.94)

All applesauce boluses (n = 24) 0.92 (0.87–0.96) 0.91 (0.995–0.998) 0.94 (0.89–0.97)

All thin liquid boluses (n = 24) 0.78 (0.70–0.88) 0.78 (0.67–0.87) 0.82 (0.71–0.91)

All boluses (n = 73) 0.86 (0.82–0.90) 0.86 (0.82–0.90) 0.89 (0.85–0.92)

Table 2 Intra-rater reliability coefficients for VAS (Lin’s correlation

coefficient, rc) and ordinal ratings (weighted kappa, k). The lower and

upper 95% confidence limits (CL) are provided

Coefficient Lower 95% CL Upper 95% CL

Intra-rater reliability

All cracker boluses (n = 56)

VAS Ratings rc = 0.86

EXCELLENT

0.79 0.91

Ordinal ratings k = 0.73

GOOD

0.61 0.84

All applesauce boluses (n = 73)

VAS ratings rc = 0.92

EXCELLENT

0.87 0.95

Ordinal ratings k = 0.83

EXCELLENT

0.75 0.91

All boluses (cracker and applesauce) (n = 129)

VAS ratings rc = 0.90

EXCELLENT

0.86 0.93

Ordinal ratings k = 0.78

GOOD

0.71 0.85
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Discussion

This study investigated pharyngeal residue ratings on

FEES, an understudied topic due to methodological and

psychometric challenges. We wondered if the type of rating

scale would influence reliability. We also investigated

expert ratings to determine if their ratings, which are often

referenced as the gold standard, were significantly different

from other clinicians’ ratings.

Inter-Rater Reliability

The visual analog scale (VAS) demonstrated slightly

higher inter-rater reliability than ordinal ratings, although

both could be interpreted as clinically acceptable (no ICC

was lower than 0.7). It was hypothesized that categorical

ratings would have demonstrated an ICC\ 0.7 because of

the previously reported variability in categorical ratings of

residue on FEES [12, 13, 31]. Yet the current study

demonstrated high agreement among participants. This is

even more interesting considering that no training was

provided and there was a wide range of residue severities

presented across 75 different videos. In a different study

with comparable design, raters were not given any training

or prompting, and the reported reliability (ICC) was about

0.60–0.61 [12], much lower than the ordinal ICCs of

0.86–0.89 in the present study. Further, in that study, after

providing 3 h of training on a new scale, the reliability

between 4 raters across 63 videos increased to only ICC of

0.81 and 0.80 in two respective sessions, nearly equal to the

present study consisting of a larger, untrained, and more

experientially diverse group of clinicians.

One possible explanation of these different findings is

that clinicians in the present study were given a prompt of

when to judge the residue: immediately after the first

swallow but before the clearing swallows. Such standard-

ization may have increased the reliability. This is a valu-

able finding: if timing of residue rating is controlled for,

clinicians can be reliable [6, 7]. Kaneoka et al. [12] did not

distinguish a particular scoring time and included clearing

swallows in the untrained overall impression. Another

reason for high inter-rater reliability on categorical ratings

could be that 5 categories, rather than 7, created greater

chance agreement with fewer choices. However, this does

not explain the high VAS reliability. A final consideration

regarding the acceptable inter-rater reliability on both the

categorical and VAS rating is that raters did not report on

other factors, like rating location of residue, which likely

increased the chances of clinician agreement on a more

global impression. Perhaps, then, cueing clinicians when to

judge overall amount of residue is more important for

agreement than training clinicians how to judge residue

amount.

Bolus consistency appears to make a small difference in

inter-rater reliability while still yielding agreement levels

that are acceptable. While cracker and applesauce relia-

bility coefficients ranged from an ICC of 0.8 to 0.9, thin

liquid reliability ranged between 0.70 and 0.82. This

finding goes hand-in-hand with the difference in thin liquid

ratings depending on years of experience. Thin liquid can

be somewhat transparent or blend in with pre-existing

secretions, making it difficult to detect and thus variably

perceived from clinician to clinician. It was the only con-

sistency that appeared to be influenced by years of expe-

rience, suggesting that a trained eye is more adept to

detecting liquid residue. However, there was not an obvi-

ous and consistent pattern in the comparisons of experience

levels, as only 2 comparisons of experience categories were

significant. Therefore, the wide variability in thin liquid

ratings may have also influenced this finding. Thin liquid

fluidity appears to be difficult to assess, and is likely a

reason why some scales for residue ratings have not used

liquids in their development [22]. Some solutions to

increase thin liquid rating reliability might be to report the

worst location of thin liquid in addition to amount (to

account for the fluidity), or to use strategies that have been

shown to enhance visualization such as narrow-band

imaging [23, 24] or food dye [19]. For research purposes,

the lower reliability on thin liquid boluses should be con-

sidered if agreement is an important variable. For clinical

practice, the influence of lower reliability on thin liquids

remains unclear but should be noted when more than one

clinician is treating a patient.

Intra-Rater Reliability

Interestingly, the VAS ratings had better within-clinician

agreement (intra-rater reliability) than the ordinal ratings.

Within-clinician agreement on VAS ratings was deter-

mined to be ‘excellent’ (rc = 0.9), whereas agreement on

ordinal ratings was determined to be ‘good’ (k = 0.78).

This is an intriguing finding considering that there are

countless choices on a 100-mm line and that the ratings of

the same video were performed an average of 2 weeks

apart. Further, there were no tick marks on the VAS line

that could have biased placement. In a survey completed

after the study, many clinicians commented that they felt

their ratings on the VAS were unreliable, ‘‘It was harder to

tell if I was being consistent,’’ ‘‘Difficult to replicate,’’

‘‘Not sure if I was consistent,’’ ‘‘May not be as consistent

each time.’’ However, the data demonstrated the opposite:

clinicians were very consistent when using the VAS. About

67% of the repeated VAS ratings were within 10 mm of the

first rating. In fact, 16 clinicians were surprisingly within
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1 mm of their first rating. These results suggest that clin-

icians were indeed consistent when scoring on the VAS,

more so than on the ordinal scale. It could be that with the

greater precision allowed in rating amount on a VAS,

clinicians were able to be more consistent in their ratings.

Previous research on VAS measurement supports this

finding; VAS ratings allow for more freedom in rating

slight gradations, which results in better reliability

[4, 10, 26].

Another point of discussion regarding high intra-rater

reliability is that without any training or operational defi-

nitions, each clinician undoubtedly had a means of inter-

pretation in their mind, which likely played a strong role in

the consistency of ratings. This ‘internalized scale’ may

have contributed to the high and steady within-clinician

reliability that is reported here. Other studies of FEES

residue have found similar results, i.e., intra-rater reliability

was higher than inter-rater reliability of residue ratings on

an ordinal scale [12, 13, 38]. The literature also reports that

intra-rater reliability on ordinal ratings remains high but

unchanged over time, even with training or repeated

exposure [12, 22, 38]. Therefore, a clinician’s internalized

scale appears to be a strong factor that is difficult to

influence, even with training.

Experience Does Not Influence Residue Ratings

Curiously, there has been no published study that directly

compares expert ratings of residue on FEES to non-expert

raters. The literature has assumed that there is something

different or special about expert ratings without any

empirical support. In fact, multiple studies have used

experts as the reference standard in either a Delphi, a

consensus, or an averaging method [11, 12, 18, 22]. The

current investigation found no significant difference in

ratings between experts and the other raters on cracker and

applesauce ratings, including no difference in ratings from

laymen who had absolutely no familiarity with head/neck

anatomy or swallowing problems. This finding contradicts

the hypothesis that years of FEES experience influences

residue ratings. On thin liquid ratings, there was a signifi-

cant difference between laymen and novice clinicians and

also a significant difference between laymen and advanced

clinicians. This could be due to poor visualization, location

of residue, the movement of the residue, or a combination

of these factors. It could also be due to years of experience

in interpreting thin liquid residue, but if this were true, we

would expect to see such an influence in other boluses.

Rating the overall residue amount appears to be a simple,

visual-spatial task that requires no training if using the

VAS scale. Based on the present results, one should not

expect expert ratings of global residue amount to be

different from other clinician’s ratings, when considered in

the aggregate.

The lack of difference between laymen, novice, profi-

cient, advanced, and expert ratings of residue is a

provocative finding. Not only does it raise the question of

whether residue ratings on FEES require an expertise, but it

also provides an interesting platform for future studies.

That is, if expert ratings are not unique, then what should

be used as the reference standard to represent how much

residue is present? Borrowing research from the field of

non-verbal behavior seems appropriate as similar chal-

lenges are faced in measuring observations, for example,

how much happiness is expressed [17]. What is striking is

how similar that problem is to rating residue: dynamic

events characterized by a swath of variables. Research with

non-verbal behavior has shown that humans are perceptu-

ally very good at accurately discerning and synthesizing

complex cues and perceiving in a gestalt-like manner

[2, 3, 36]. In line with those conclusions, this body of work

assumes that (1) the average of clinician ratings of residue

will be near the truth, and (2) expert ratings are not very

different from other clinicians’ ratings. When future studies

are looking to classify how much residue is present, having

a group of clinicians rate the videos and then using the

aggregate as the reference may be optimal, assuming that a

gestalt rating judged from a video clip will be near the truth

[34, 35]. Some may choose to continue to use experts as the

reference standard, given their experience with other

refined clinical decision-making skills like the importance

of location of residue, management of residue, and diet

recommendations. These important factors were not

included in the present investigation. In summary, it is

recommended to use numerous clinicians with a range of

expertise to determine a reference standard of residue. This

is a reasonable conclusion based on this study’s findings,

until other more valid measures of the amount of residue

can be determined (Fig. 1).

The findings of the present study are not without limi-

tations. Even though an average of nearly 2 weeks was

provided between rating sessions and identifiers were

removed from the videos, it is possible that clinicians

recognized videos and their assigned rating, enabling

higher intra-rater agreement. In the same way, the small

groups could have created a setting where clinicians looked

at each other’s ratings, although clinicians were instructed

to rate independently, discussion was not allowed, and the

sessions were closely monitored. The intra-rater reliability

testing consisted of only two exposures to videos, when

ideally intra-rater reliability would include multiple expo-

sures [32]. Additionally, we were unable to make direct

comparisons of inter- and intra-rater reliability coefficients

due to the necessary disparate statistical tests. Another

limitation is that the group of experts was small. It would
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be interesting to see if a larger set of experts or an even-

more specialized group with more than 20 or 25 years’

experience would change the findings. The latter may not

be possible, however, since FEES was first described in

1988 [15].

We also acknowledge that the present investigation

analyzed the influence of experience on VAS ratings alone

and not on the ordinal scale. This was intentional given our

specific aims and intent to further study FEES residue

ratings on a VAS. Differences in ratings between expert

and non-expert ratings on an ordinal scale would be an

interesting investigation for future research, although we

hypothesize that there would continue to be no significant

differences given a smaller set of choices and increased

likelihood of agreement of an ordinal scale. Finally, the

videos did vary in the number of clearing swallows, which

Fig. 1 Average visual analog

scale ratings for all bolus

severity types for cracker,

applesauce, and thin liquid

boluses. Raters are categorized

as laymen, novice, proficient,

advanced, and expert clinicians.

Error bars are ± 1 standard

deviation. *Indicates a

significant difference
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were spontaneous and not cued by the clinician. The fre-

quencies were n = 38, n = 19, n = 13, and n = 5 for 0, 1,

2, and 3 clearing swallows. There were no videos con-

taining more than 3 clearing swallows. We mention this

because the number of clearing swallows could have

influenced clinicians, although clinicians were asked to rate

residue alone. Very little empirical data exist about clear-

ing swallows and how many are considered normal versus

abnormal, but recent analyses of the present’s study data

suggest that clinicians are reliable in their impressions of

clearing swallows [29, 30].

Conclusion

When examining reliability of VAS and ordinal scales to

measure residue on FEES, inter-rater reliability of both

scales was excellent. However, intra-rater reliability was

slightly better on the VAS. Thus, VAS provides optimal

inter- and intra-rater reliability, likely because it affords the

rater additional freedom to rate slight gradations that are

not possible in ordinal scales. Overall, clinician experience

with FEES did not influence ratings of residue when using

a VAS scale. Expert ratings were not significantly different

from other raters, even those completely unfamiliar with

FEES. Training clinician judgment of overall amount of

residue does not seem necessary to improve reliability if

judgments are made immediately after the first swallow.
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